Simultaneous least-squares adjustment of visual and spectroscopic observations of binary stars
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Abstract. Double-lined spectroscopic visual binaries allow the hypothesis-free estimation of their individual masses and of their distances. Instead of two independent determinations of some orbital parameters, we propose a simultaneous adjustment of visual and spectroscopic observations. This paper presents the different steps of such a simultaneous adjustment: (a) to transform the problem into a quest for the global minimum of a nonlinear function; (b) to obtain that minimum using simulated annealing and the Broyden-Fletcher-Goldstrab-Shanno local search method.
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1. Introduction

More than 20 years ago, Morbey (1975) wrote a paper about the simultaneous adjustment of visual and spectroscopic observations. Obviously, the last two decades have not brought as many such systems as Morbey expected in 1975. Favorable conditions to apply a simultaneous solution are still rare even if, nowadays, it is becoming important due to new instruments and observation techniques. Unfortunately, adjustments are still frequently realized separately Docobo et al. (1992); Hummel et al. (1994).

More recently, Barlow et al. (1993) got the orbital parameters of Capella using a simultaneous solution. Unfortunately, the paper does not clearly mention how the authors build the initial solution. The final solution is effectively simultaneous but that is not necessary the case in the first part of the process. In other words, if the function that is minimized in the final step take all aspects of the orbit into account, nothing indicates that the components of the initial solution (used as the minimization starting point) do not come from disjoint solutions.

The aim of this paper is to present a different computational way to combine visual and spectroscopic data to get only one estimate of the parameters of the orbit: the orbit which simultaneously minimizes a certain function of the residuals of the different data sets. We present the sub-parts of such a procedure: the set of parameters, the function to minimize, the procedure to get the global minimum and the local improvement.

To reach this goal, different steps are required. The first one is to select the most suitable set of orbital parameters among the different equivalent ones (e.g., Thiele-Innes constants or semi-major axis and Eulerian angles). The set fixes the working space. The definition of what we call the objective function (that is the function to be minimized by an appropriate choice of the parameters) is also very important. To find the global minimum of that function, the procedure is divided into two parts: the identification of a neighborhood of the global minimum and then the improvement of this solution with a local search.

We illustrate our analysis with HR 466 (WDS 01376−0924) using speckle observations Hartkopf et al. (1996) and radial velocities Tokovinin (1993). This example is intended to shows that, starting from scratch, the proposed method provides results consistent with the three sets of measurements.

2. Parameter set and objective function

2.1. Parameter set

Suppose we have three sets of measurements, namely

1. \{\(t_j, \overset{\circ}{x}_j, \overset{\circ}{y}_j\) : \(j = 1, \ldots, N_v\)}: a set of measured relative rectangular coordinates of the fainter \((B)\) with respect to the brighter \((A)\) component

2. \{\(\overset{\circ}{t}'_j, V_{A,j}\) : \(j = 1, \ldots, N_s\)}: a set of radial velocity measurements for the spectroscopic component \(A\)

3. \{\(\overset{\circ}{t}''_j, V_{B,j}\) : \(j = 1, \ldots, N_s\)}: a set of radial velocity measurements for the spectroscopic component \(B\)

for a double-lined spectroscopic visual binary. We reckon with radial velocities expressed in \(\text{km} \ \text{s}^{-1}\) and positions in arcsec \(\overset{\circ}{''}\)
For the visual orbit, we have
\[
x = AX + FY \\
y = BX + GY \\
X = \cos E - e \\
Y = \sqrt{1 - e^2 \sin E},
\]
where \(X\) and \(Y\) \((x\) and \(y\)) are the angular rectangular coordinates, in the orbital (tangential) plane, of the fainter component with respect to the brighter one; \(A, B, F\) and \(G\) are the Thiele-Innes constants, expressed in terms of \(a''\), \(i\), \(\omega\) and \(\Omega\) as
\[
A = a''(\cos \omega \cos \Omega - \sin \omega \sin \Omega \cos i) \\
B = a''(\cos \omega \sin \Omega + \sin \omega \cos \Omega \cos i) \\
F = a''(-\sin \omega \cos \Omega - \cos \omega \sin \Omega \cos i) \\
G = a''(-\sin \omega \sin \Omega + \cos \omega \cos \Omega \cos i),
\]
\(e\) is the eccentricity and \(E\) is eccentric anomaly, determined unambiguously by Kepler’s equation
\[
E - e \sin E = 2\pi \frac{t}{P}(t - T),
\]
\(P\) is the period and \(T\) is the epoch of periastron passage.

Seven parameters \((a'', i, \omega, \Omega, e, P, T)\) are necessary.

For a spectroscopic orbit \(j\) \((j = A\) or \(j = B)\), we have
\[
V_A = V_0 - K_A(\cos \omega + v + e \cos \omega) \tag{10} \\
V_B = V_0 + K_B(\cos \omega + v + e \cos \omega) \tag{11} \\
K_j = \frac{2\pi a_j^{(km)} \sin i}{86400 \cdot 365.242198781 P \sqrt{1 - e^2}}, \tag{12}
\]
\[
\tan \frac{v}{2} = \sqrt{\frac{1 + e}{1 - e}} \tan \frac{E}{2}, \tag{13}
\]
where again the symbols have their usual meaning.

We switch from the angular separation to the linear one using
\[
a_{(km)} = a'' \frac{1.49598 \cdot 10^8}{\varpi}, \tag{14}
\]
where \(\varpi\) is the parallax of the system. By introducing \(\kappa\), the ratio of \(a_A\) to \(a_A + a_B\), we can now write
\[
a_A^{(km)} = \kappa a_{(km)} \tag{15} \\
a_B^{(km)} = (1 - \kappa) a_{(km)} \tag{16}.
\]

The system as a whole thus needs the following ten parameters for its complete specification:

- \(a''\): the semi-major axis of the relative orbit of the faintest component around the brightest star;
- \(i\): the inclination of the orbital plane with respect to the plane orthogonal to the sight direction;
- \(\omega\): the argument of the periastron;
- \(\Omega\): the longitude of the ascending node;
- \(e\): the eccentricity;
- \(P\): the period;
- \(T\): the periastron epoch (one of them);
- \(V_0\): the radial velocity of the system’s center of mass;
- \(\varpi\): the parallax of the system;
- \(\kappa\): the ratio of the semi-major axis (relative to the brighter component) to the sum of the two semi-major axes.

With these parameters, we face a problem of constrained minimization because \(e \in [0, 1]\) while \(\varpi \in [0, 1]\) and \(\kappa \in [0, 1]\).

Other parameter sets are actually possible (e.g., by introducing \(K_A\) and \(K_B\), the amplitude of the radial velocity curves, the mass ratio, \ldots). However, we do not believe one is systematically better than another. Starting from the orbital parameters of visual binaries, the extension with \(V_0\), \(\varpi\) and \(\kappa\) seems natural to us.

One could be tempted to use the variable transformation proposed by Soulié (1986) to convert a constrained minimization problem into an unconstrained one (or, at least, a less constrained one). Soulié’s variable transformation is:
\[
x = \frac{x' - R}{1 + x' x'},
\]
where \(x\) is a variable in \([0, 1]\) and \(x' \in R\). This could be applied to \(e, \varpi\) and \(\kappa\). Unfortunately, this makes the system even more nonlinear than it already is (the condition number of the objective function increases). We noticed that starting from a uniform distribution of \(x'\), we do not get a uniform distribution of \(x\). We therefore decided to keep the problem in its constrained version. We managed the constraints by returning a huge value for the objective function when one of the constraints is not satisfied.

\section{2.2. The objective function}

We are looking for a function that attains its minimum at the best estimate for the orbital parameters. This function has to allow one to combine visual measurements (in the current state of our work, only Cartesian coordinates (in the tangential plane)) and radial velocities. We assume that \(x\) and \(y\) are observed at the same time, but we assume nothing about the observation time of the three data sets. In fact, we treat these three sets independently.

Assume that none of the observations are correlated and choose the objective function as
\[
D(a, i, \ldots, \varpi, \kappa) = \\
\sum_{j=1}^{N_v} \left[ \left( \frac{x_j - \hat{x}_j}{\sigma_{x,j}} \right)^2 + \left( \frac{y_j - \hat{y}_j}{\sigma_{y,j}} \right)^2 \right] \\
+ \sum_{k=1}^{N_A} \left( \frac{\hat{V}_{A_k} - \hat{V}_{A_k}}{\sigma_{V_{A_k}}} \right)^2 + \sum_{l=1}^{N_B} \left( \frac{\hat{V}_{B_l} - \hat{V}_{B_l}}{\sigma_{V_{B_l}}} \right)^2 \tag{17}
\]
where the hat (super) stands for the adjusted (observed) quantity.

\(D\) satisfies the mathematical and statistical requirements for a least-squares adjustment Eichhorn (1993). Equation (17) can be rewritten as
\[
D(a, i, \ldots, \varpi, \kappa) = \xi^T \Sigma^{-1} \xi
\]
where $\xi$ is a $2N_v + N_{sA} + N_{sB}$-vector composed of $\hat{x} - \hat{x}$, $\hat{y} - \hat{y}$, $\hat{V}_A - \hat{V}_A$ and $\hat{V}_B - \hat{V}_B$ and $\Sigma$ is a diagonal matrix composed of $\sigma_x$, $\sigma_y$, $\sigma_{VA}$, $\sigma_{VB}$, the variances of the observed quantities in the appropriate order.

3. Minimizations

Up to this point, our approach is not fundamentally different from Morbey’s (1975). The difference lies in the way in which we find the minimum of $D$ (Eq. 17). A common procedure is to assume that sufficiently accurate approximations to the orbital parameters were available, as Morbey did. He used these rough approximations to solve the normal equations by linearization and iterations. The possibility that this initial guess might not be in a neighborhood of the global minimum is not considered.

Even with highly precise measurements, the number of local minima of $F$ may be significant. One generally accepts Hoffmann and Salamon (1990) that the number of local minima can be approximated by $O(\exp(N))$ where $N$ is the number of parameters. One should not suppose any initial guess (even when it is based on a previous orbit determination) will lead to the global minimum by using a local search only. An efficient search for (a neighborhood of) the global minimum is mandatory. A survey of methods for global optimization has been edited recently by Horst & Pardalos (1995).

One could think that the more precise the measurements, the lower the number of local minima. If the observations are error free, that only means the objective function reaches 0 at the global minimum. Such a situation does not prevent one from having a huge set of local minima, mainly due to the highly nonlinear nature of $D$ with respect to its components.

The chance to miss the global minimum even when starting with a quite good first guess is not all that small. During the preparation of this paper, we accidentally hit upon such a case. To test our approach, we generated a set of observations with normal errors and we tried to recover upon such a case. To test our approach, we generated a set starting with a quite good first guess is not all that small.

3.1. Global search

Simulated Annealing Metropolis et al. (1953); Kirkpatrick et al. (1983) has already been successfully applied to the determination of the orbital parameters of visual binaries Pourbaix (1994); Pourbaix & Lampens (1997). The basically same approach is also applied here. While the basic concepts of simulated annealing have been conserved, the efficiency of the algorithm has been highly improved.

The requirements of simulated annealing are:

1. a working space: each point of this space is potentially a solution;
2. a scalar objective function: one seeks the global minimum of this function;
3. a “temperature” to regulate the “annealing” process and an algorithm to decrease this temperature;
4. a point generator to describe how to go from the current trial to the next one.

The working space and the objective function were defined in the previous sections. For the temperature, two features are required: the initial value and a way to set the value of the temperature after $k$ reductions. After many experiments, we decided to fix the initial temperature to the lowest value of $D$ reached in a sample of points randomly chosen in the working space.

There is a lot of theoretical and experimental work which provides guidance for the reduction of the temperature. We chose the approach suggested by Ingber (1993a,b) and we implemented this algorithm to allow 1000 reductions of the temperature in such a way that the final temperature is one ten-thousandth of the original temperature

$$t_k = t_0 \exp(-c \sqrt{k}),$$

$$c = 4 \exp\left(-\frac{3}{N}\right),$$

where $N$ denotes the dimension of the problem (here, $N = 10$).

The most significant improvement concerns the point generator. Instead of a basic random point generator, we are using a more sophisticated procedure based on the Modified Simplex Method Nelder and Mead (1965) and described by Press et al. (1992).

This algorithm has at least two weaknesses: (a) the algorithm can stop as soon as a local minimum is reached (this is probably implementation dependent); (b) the simplex can degenerate when the dimension of the problem becomes “important” (10 is already important). If (a) happens, we simply have to restart using a new simplex. A way to avoid (b) would be to replace the algorithm of Nelder and Mead by another kind of multidirectional search method such as the one lately proposed by Torczon (1991). Torczon proved there is no chance for her simplex to degenerate; the cost of this proof is the prohibitive computational effort required for this method. We prefer, as in (a), to start again with a new simplex in cases where the current simplex would degenerate.

It is possible to build such simplices to increase the chances to visit the different regions of the working space. The risk to miss (a neighborhood of) the global minimum
is then reduced. At each temperature level, a maximum number (350) of function evaluations is authorized.

An attentive reader could be puzzled by reading that it is possible for SA to fall in a local minimum. It is important to keep in mind that there is, in general, no proof of convergence for that method. The rare existing proofs require an infinite decrease of the “temperature” (i.e., an infinite computation time). Facing such a situation, we have to compromise between the execution time and the confidence we have in the “global” nature of the minimum. That explains the potential relative inefficiency of any implementation of SA.

3.2. Local improvement

Even with the Modified Simplex Method as the point generator, one cannot expect to be at the global minimum at the end of the simulated annealing phase. A local search algorithm has to be used to tune the minimum. Here also, different methods have been proposed: the ones not requiring the gradient (Powell, Modified Simplex Method, etc.), the ones using the gradient (Davidon-Fletcher-Powell, Levenberg-Marquard, Broyden-Fletcher-Goldstrab-Shanno (BFGS), etc.).

We chose the BFGS method for its quite efficient behavior independently of the magnitude of the residuals.

Our implementation is based on the pseudo-code proposed by Dennis & Schnabel (1995), but a complete description of the method can be found in Fletcher (1987).

4. An example

To illustrate the suitability of our approach, we used recently published measurements of HR 466. Our initial plan was to recover an orbit consistent with those already published.

Towards this goal, we use the radial velocities published by Tokovinin (1993) and the interferometric measurements stored in the CHARA database Hartkopf et al. (1997). 28 interferometric observations and 8 radial velocities measurements for each components.

The initial guess is randomly chosen in the working space. An initial disjoint determination is required if one wants to check the consistency of different data sets. Such a determination would also help (but is not mandatory at all) to fix a first guess for the standard deviations of the residuals.

Using successively global and local search methods, we obtain the elements given in Table 1 (second and third columns) and the corresponding correlation matrix (Table 2). For that matrix, all the components corresponding to $i$, $\omega$ and $\Omega$ are computed with these angles expressed in the Besselian year ($1^\mathrm{B} = 1950.0$).
How are our orbital parameters with respect to those recently published? Table 1 gives the orbital parameters and their standard deviations after Tokovinin (1993) and Hartkopf et al. (1996). With a combined determination of the orbital parameters, Tokovinin gets a parallax of 22.2 mas (equivalent to a distance of 45 pc) and a mass sum of 2.76 $M_\odot$. In their paper, Hartkopf et al. adopt a distance of 42 pc which yields a mass sum of 2.8 $M_\odot$.

From the combination of Tokovinin's radial velocities and Hartkopf et al. visual observations, we obtain a parallax of 26.80 mas (corresponding to a distance of 37.31 pc) and a mass sum of only 2.20 $M_\odot$, which is quite different.

With the same data as used by Tokovinin (1993) for the radial velocities as well as for the visual observations, we obtain the orbital parameters given in the sixth column of Table 1. Here also, we obtain a parallax of 27 mas (which corresponds to a distance of 36.03 pc) and 2.2 $M_\odot$ for the mass sum. Our two determinations are consistent: in both cases, we get a larger parallax and a lower mass sum than those published recently. A reason for the discrepancy might be that the observations weights are slightly different. We followed Morbey’s procedure (1992) to fix the weights. Although it would be possible to associate different weights to different observations of the same type, we fixed a weight for all x, one for all y, one for all $V_A$ and one for all $V_B$. Discrepant observations do not get lower weights.

When compared with the results obtained by Hipparcos (1997), $26.15 \pm 0.81$ mas, it seems our result is in very good agreement with the latter value.

In fact, it seems we got more than expected at the beginning. The orbit we propose is probably the best one based on the available observations, even if it does not fully agree with the orbits already published (mainly on the mass sum and the parallax of the system).

## 5. Conclusions

Due to the progress in the determination of precise radial velocities by CORAVEL type instruments, the lowering of the observable separation limit for visual binaries by interferometric techniques and the concomitant drastic improvement of positional precision, more and more spectroscopic binaries are going to be visually resolved in the coming years. In a close future, new observing techniques (such as speckle and visual interferometry, satellites) are going to add to the set of stars that are resolved both visually and spectroscopically. Efficient reduction techniques will then be even more needed.

To obtain stellar masses and distances is still the main goal of binary studies. To get more powerful instruments and to improve the observation techniques should not be the unique objective of astronomers working in this field. In many instances, powerful reduction methods such as the one we propose can derive significantly improved data from already existing observations.
The approach presented in this paper is not limited to binary stars and other areas of astronomy could take advantage of our method. Any problem that can be considered as a minimization problem may profit from a similar approach. We hope this paper is going to promote SA in the astronomical community.
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